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ABSTRACTION

Early prediction of mental health deterioration is crucial for timely intervention and
improved psychological outcomes. Traditional mental health assessment methods rely
heavily on self-reporting and infrequent clinical evaluations, which are limited by
subjective biases and lack of continuous monitoring. In this study, we present an Al-
powered multimodal mental health monitoring system that continuously analyzes user
emotional states by integrating data from multiple sources: voice pattern analysis, facial
expression recognition, heart rate variability (HRV) tracking, and digital behavior
monitoring (including screen time, app usage patterns, and web browsing activities)1. Our
framework employs supervised deep learning models to detect subtle emotional changes
in real-time, enabling early identification of stress, anxiety, and depressive tendencies.
The system features a generative Al-powered chatbot that delivers personalized
interventions based on detected emotional states, alongside adaptive music therapy using
solfeggio frequencies tailored to specific mood profiles. Implementation testing
demonstrates high accuracy in emotion classification across diverse user demographics,
with multimodal fusion techniques significantly outperforming single-source analysis
methods. All sensitive data is secured through AES-256 encryption and differential
privacy techniques, ensuring compliance with GDPR and HIPAA regulations. This
integrated approach enhances the granularity of emotional assessment while providing
proactive, personalized mental health support, offering a scalable complement to
traditional clinical methods that balances technological innovation with ethical
considerations.

Key words: - Mental Health, Depression and Anxiety Management, Generative Al based
support, Predictive Analysis, Machine Learning
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1INTRODUCTION

1.1 Background Literature

In the context of modern technological lifestyles, the line between digital convenience and
emotional strain is becoming increasingly blurred. As individuals spend more time on
mobile applications, social media platforms, and virtual communication tools, emotional
and mental health risks escalate due to the lack of real-time support, invisible stress
patterns, and isolated coping habits. Mental health is no longer a niche concern but a broad

and growing issue among young adults, students, and professionals alike.

This group project introduces a comprehensive Al powered emotional support system
designed to integrate multiple modules that detect, analyze, and assist users based on their

emotional states. These modules include:

e Voice & Behavior Analysis
e Facial Recognition & Music Therapy
e Biometric HRV Tracking
e Web Usage and Generative Al Chatbot Support
Together, these features form a multimodal mental health monitoring platform capable of

providing personalized, context aware, and proactive mental health interventions.

Real-Time Multimodal Emotional Analysis

Incorporating voice, facial expressions, typing patterns, and biometric data provides an all
encompassing emotional footprint. VVoice analysis alone can capture shifts in tone, pitch,
and energy all proven indicators of mood changes. Facial recognition adds another layer

of emotional validation, especially for non verbal expressions of stress, fatigue, or sadness.



Combined with HRV monitoring and behavioral tracking, the system identifies emotional
downturns before the user even articulates them.

These components are reinforced by recent studies and industry demand for integrated
mental health solutions, especially post-pandemic, where isolation and digital dependence

skyrocketed.

Your Age

23 responses

10.0

7.5

5 (21.7%)
5.0
25

1(4.3%) 1(4.3%) 1 (4.3%) 1(4.3%)
0.0
18 19 22 23 24 25 26 29 34
Figure 1 Age Distribution
Gender

23 responses

® Male
® Female
) Prefer not to say

Figure 2 Gender Distribution



Understanding the demographic makeup of target users is essential in creating any
emotion-focused digital solution. In this study, 23 individuals participated, with a skew of
73.9% male and 26.1% female. Furthermore, 60.9% identified as students, with the rest
being early-career professionals. This age group (roughly 18-34 years old) represents a
tech-native generation that is not only heavily dependent on digital tools but also
frequently exposed to their adverse psychological effects.
This insight directly aligns with our project's design decisions. For example, the voice and
facial recognition modules were prioritized because younger users are more likely to
engage with non textual input methods. Additionally, students face high academic
pressures and unpredictable daily schedules, making passive emotional monitoring
systems more effective than manual journaling.
Moreover, digital natives often exhibit shorter attention spans, so the integration of
adaptive interfaces, gamified emotional tracking, and music-based therapy is crucial.
These design strategies are aimed at sustaining user engagement without overwhelming
them especially important given the high percentage of respondents who indicated they
had no structured coping mechanisms.
This demographic also exhibits higher openness to Al based chatbots and biometric
features, making them ideal candidates for systems that integrate HRV tracking and
context aware conversational agents.
In summary, the age and gender data reinforce the decision to create a system that is:

e Lightweight and intuitive

e Visual and interactive

e Rich in real time, non-intrusive feedback

e Able to function autonomously in the background



Stress Level: How stressed do you feel on an average day?
23 responses

6

5(21.7%)

4 (17.4%)

Figure 3 Stress Levels

Frequency of Overwhelm: How often do you feel overwhelmed?
23 responses

® Always
@ Often

Sometimes
8.7% ® Rarely
' @ Never

Figure 4 Frequency of Overwhelm

Figure 2: Perceived Stress Levels and Frequency of OverwhelFigure 2: Perceived Stress
Levels and Frequency of OverwhelFigure 2: Perceived Stress Levels and Frequency of
OverwhelFigure 2: Perceived Stress Levels and Frequency of Overwhel

Participants were asked to rate their daily stress on a scale from 1 to 10. A significant
portion selected levels 5 through 10, indicating moderate to severe emotional burden.
Specifically, 69.6% reported often feeling overwhelmed, and 34.8% acknowledged

frequent experiences of anxiety or depression.



These metrics are consistent with global reports on mental health challenges among
digitally active users. The implications for the system design are substantial: real-time
emotion detection is no longer optional it’s necessary. Users facing daily emotional
fluctuations need a solution that doesn’t wait for them to speak up. Instead, it should detect
signs of emotional distress automatically through:

e Speech inflection changes (via Module 1)

e Facial expression tension (via Module 2)

e HRV fluctuations (via Module 3)

e Deviation in screen activity or typing behavior (via Module 4)
By cross validating these signals, the system becomes a silent support companion,
especially during high-stress episodes when users may be too mentally fatigued to seek
help.
This figure also validates the inclusion of intervention tools like mood check ins, push
notifications from the chatbot, and emotional audio therapy. Combined, these allow the
system not just to recognize stress, but to proactively guide the user away from emotional

breakdowns through customized suggestions.

Stress Triggers: What are the main sources of your stress?
23 responses

@ Work or studies

@ Relationships

) Health concerns

@ Social media overload
@ Financial worries

Figure 5 Stress Triggers



How do you usually deal with stress?
23 responses

Exercise or sparts 4 (17.4%)

Meditation or deep breathing

Talking to friends or family 12 (52.2%)
Eating or sleeping it off 11 (47.8%)
Not sure... still figuring it out 8 (34.8%)
0.0 25 50 7.5 10.0 12.5

Figure 6 Coping Mechanisms

Understanding what causes emotional stress and how users attempt to cope is essential for
a truly supportive mental health application. From the survey:

e 60.9% cited academic or work related pressure as their primary stressor.

e 26.1% pointed to relationship or personal challenges.

e In coping strategies, 34.8% admitted to having no reliable coping method.

e 47.8% coped by sleeping or eating, indicating avoidance rather than management.

This shows a clear gap between emotional awareness and healthy response. The system
must therefore serve as a mentor, gradually teaching users how to manage stress via in-
app nudges, guided routines, and micro-intervention tasks (like those in the “reverse Blue
Whale” therapeutic journey).

These results justify the multimodal nature of the platform. Users who cannot verbalize

their feelings may be detected through facial micro expressions or sudden screen



disengagement. Others may be prompted by the chatbot after multiple app switches within
a short span (a common sign of distraction or anxiety).

Moreover, the system’s Al generated suggestions will be tailored to the user’s history
recommending relaxing music, self-reflection prompts, or guided journaling based on
their usual reactions. This customization, powered by continuous emotion profiling,

transforms ineffective coping into adaptive emotional strategies.

Mood Assessment: How would you rate your overall mood most days?

23 responses

6

Figure 7 Mood Assessment



Anxiety Frequency: How often do you experience anxiety or feelings of depression?
23 responses

® Always

@ Often

) Sometimes
® Rarely

@ Never

Figure 8 Anxiety Frequency

Sleep Quality: On average, how many hours of sleep do you get per night?
23 responses

8

0 (?%)

6 5 (21.7%)
4(17.4%)
4
2(8.7%) 2(8.7%) 2 (8.7%)
2 4(43%)
0 (0%) 0 (0%) 0 (0%)
0
0 1 2 3 4 5 6 7 8 9

Figure 9 Sleep Patterns

10

This figure presents a deeper look into how users rate their emotional well being and

lifestyle patterns:
e Most participants reported a mood between 6 and 8, but with fluctuations.

e 34.8% admitted to frequent anxiety or depressive states.



e 30.4% sleep fewer than 6 hours per night, well below healthy adult averages.
This data reveals a mismatch between self-perceived emotional wellness and actual
mental health risk factors. Many users report being “okay,” while simultaneously showing
clear signs of mental exhaustion. This is where traditional self report systems fall short
and where our Al integrated multimodal approach thrives.

The HRV module can flag sleep related stress through erratic heart rate patterns. The voice
engine might detect speech fatigue, and the facial tracker could identify signs of chronic
tiredness (e.g., droopy eyelids, yawning, reduced micro expressions).

All of this culminates in real time interventions such as:

e Chatbot reminders to take breaks

e Breathing exercises and calming frequencies

e Alerts to reevaluate screen habits and sleep schedules
By mapping physical symptoms to emotional states, the system helps users realize what

they often overlook: that tiredness, irritability, and anxiety are interconnected.

Social Support: How supported do you feel by friends or family?

23 responses

Figure 10 Social Support



Activity Level: How many days per week do you engage in physical exercise (e.g., walking, running,
gym, sports)?

23 responses

6
5
(21.7%)
4 4
(17.4%)
RED
2 2 (8.7%)
1 (4.3%) 1 (4.3%)
0
6 7

Figure 11 Physical Activity

Social Media and Screen Activity Level: How much of time per days you engage in physical Social

media and screen (e.g., 1 hour)?
23 responses

1 (4.3%) 1(4.3%)

Figure 12 Screen Time
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This figure provides context around users’ lifestyle habits:
e Only ~50% feel they have someone to talk to regularly.
e Physical activity is minimal; most reported 0 - 2 days of movement per week.
e 26.1% spend 3+ hours per day on screens.
These findings underline three urgent concerns:
1. Social isolation
2. Lack of physical release

3. Digital overstimulation

The chatbot fills the first gap by offering empathetic, context aware conversations,
powered by generative Al. While not a replacement for human contact, it can function as
a daily emotional outlet helping users feel heard and seen.

The second issue is mitigated by gamified micro goals. For example: “Walk for 10
minutes and log how you feel.” These gentle nudges not only build habits but serve as
data points for emotional tracking.

Lastly, by monitoring screen patterns and app switching fatigue, the system can detect
digital burnout suggesting offline tasks, breathing sessions, or quick dopamine boosting

content (like positive affirmations or guided laughter exercises).

1.2 Research Gap
Despite numerous wellness apps and emotion tracking tools in the market, serious

limitations exist in both academic and commercial solutions. The key research gaps are:

Limited Integration of Data Sources

Apps like Moodpath and Sanvello mainly rely on text based self-reports and ignore
emotional signals from other modalities such as voice, HRV, screen usage, or facial cues .

This produces incomplete emotional models and reduces the reliability of predictions.

11



Absence of Multimodal Fusion

Systems fail to create a unified mental state profile by combining diverse input streams.
Without proper fusion models, behavioral signals are interpreted in isolation. Emotional

spikes may go undetected if one source is silent, even though others indicate distress .

Lack of Personalization

Most platforms offer generalized recommendations. Personalized emotional intelligence
systems must adapt to:

e A user’s unique baseline (e.g., daily low mood may be normal for some)

e Their engagement habits

e Their demographic and cultural context

Without this, the system becomes rigid and untrustworthy over time.

Real-Time Responsiveness and Contextual Understanding

Only a handful of tools, like Wysa, offer conversational agents. Even fewer provide real-
time emotional reaction based on ongoing digital behaviors. A truly effective system must
respond dynamically to inputs like recommending calming music after detecting anxiety

via HRV or voice.

Security and Ethical Risks in Emotion-Aware Systems

Few systems implement mobile security standards like the OWASP Top 10. Emotion data
is sensitive leaks or misuse can lead to stigma or discrimination. Any Al powered system

must:
e Encrypt emotional/biometric data
e Provide transparency in usage

e Be compliant with GDPR like regulations

12



1.3 Research Problem

As mental health challenges rise, so does the gap between what users need emotionally
and what technology currently offers. People’s mental well being is deeply shaped by their
digital behavior yet most tools fail to interpret online actions and emotional triggers in

real time.

General Problem Statement

How can we design a unified, Al based, real-time emotional monitoring system that
integrates multiple data modalities to support user mental health in a proactive and

personalized way?

Problem Sub-Areas:

1. Voice and Behavior Analysis
Existing voice based systems are often unidimensional. They don’t validate
emotion using typing patterns, screen fatigue, or user context.

2. Facial Expression & Music Matching
Current music therapy tools do not adjust dynamically to user emotion and
rarely use facial recognition to guide playlists.

3. Biometric Monitoring (HRV)
HRV is underutilized due to privacy fears, data inconsistency, and lack of
standard interpretation across demographics [IEEE SEEG, 2023].

4. Generative Al Chatbot Engagement
Most chatbots are static or pre-scripted. There is a need for emotionally
responsive, GPT-level conversational intelligence that adapts to real-time

emotion detection.

1.4 Research Objectives

13



Main Objective

To develop an integrated, real-time mental health support system that leverages machine
learning, biometrics, voice and facial emotion analysis, and generative Al to predict
emotional distress and deliver personalized interventions, chatbot engagement, and music

therapy.

Sub-Objectives (with Details)

Implement Daily Mood and Input Tracking
e Allow users to log daily moods through emojis, sliders, or quick voice notes.
e Integrate these logs into emotion profiles used to adapt chatbot tone and music
selection.
Develop a VVoice Emotion Recognition Engine
e Use supervised deep learning (e.g., RNNSs) trained on speech datasets .
e Detect pitch variation, tone shifts, and speech irregularities indicating emotional
change.
Integrate Facial Emotion Recognition
e Detect micro-expressions using CNN models [IEEE Facial Recognition, 2020].
e Trigger music interventions based on real-time detection (e.g., stress, fatigue, joy).
Build Multimodal Fusion Engine
e Combine inputs from voice, face, HRV, keyboard, and screen data.
e Generate an accurate mental state score using confidence-weighted models.
Predict Mental Health Deterioration
e Use time-series analysis and pattern recognition to flag early signs of burnout.

e Notify users or escalate to professional help if needed.

14



Develop Generative Al Chatbot

e Train a GPT-powered chatbot to adapt responses based on detected mood.

e Use sentiment analysis to escalate serious cases and provide comforting dialogue.
Design Personalized Music Therapy Module

e Use solfeggio frequencies to reduce stress, increase focus, or calm anxiety.

e Adapt playlists in real-time using emotional signals from other modules.
Integrate Biometric Monitoring (HRV)

e Track HRV changes using connected devices or smartphone camera sensors.

e Map HRV changes to emotion labels and trigger appropriate interventions.
Secure Data and Ensure Ethical Design

e Implement encryption, anonymization, and access control for all emotion-related
data.
e Comply with OWASP Top 10 mobile vulnerabilities and data privacy laws.

[1] [2] [3] [41 [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15]
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2 METHODOLOGY

2.1 Methodology

This research employs a comprehensive mixed-methods approach to develop an Al-
powered mental health monitoring system that integrates multimodal data analysis and
personalized interventions. The methodology focuses on leveraging advanced
technologies such as machine learning, generative Al, and biometric tracking to detect,
analyze, and address emotional distress in real-time. The system is designed to provide

proactive mental health support while maintaining user privacy and ethical standards.

The system is built using a modular architecture to ensure scalability and seamless
integration of multiple components. Each module is tailored to capture specific emotional
signals, enabling a holistic understanding of the user’s mental state. The primary modules

include:

2.1.1 Requirements Gathering and Analysis

The requirements gathering and analysis phase of this research involved a comprehensive
approach to ensure the solution aligns with the needs of users and stakeholders. Initially,
we explored various online resources to understand existing digital mental health tools
and their limitations. This helped us identify gaps in current systems, such as the lack of
integration between web search data, app usage patterns, and screen time analytics for

mental health monitoring.

Additionally, our team had the opportunity to engage in discussions with mental health
counselors at SLIIT. These conversations provided valuable insights into how digital
behaviors often reflect underlying mental health challenges. The counselors also

highlighted the importance of delivering personalized interventions through tools like

16



chatbots, which informed our decision to integrate a generative Al-powered chatbot into

the system.

To further refine our objectives, we analyzed previous projects and academic studies
related to digital phenotyping and machine learning applications in mental health. This
step allowed us to benchmark our solution against existing tools while identifying
innovative approaches to improve accuracy and user experience. Finally, we consulted
with our project supervisors to validate the feasibility of our proposed methods and ensure

that our requirements analysis was comprehensive and aligned with ethical guidelines.

2.1.2 Feasibility Study

Schedule Feasibility

The timeline for this research project was carefully planned to ensure all objectives could
be completed within the allocated duration. The schedule was divided into distinct phases,
including requirements gathering, data collection, model development, and system
deployment. Each phase was assigned specific milestones, such as the development of the
mobile app and web extension in the first three months, followed by machine learning
model training and backend server implementation in the next three months. Regular
meetings with supervisors and mental health professionals helped refine the timeline and
ensure that tasks were progressing as planned. By adhering to this structured schedule, we
ensured that the project remained on track while allowing flexibility for unforeseen

challenges.

Technical Feasibility
The technical feasibility of this project was assessed by analyzing the tools, technologies,
and infrastructure required to implement the solution effectively. The mobile application

was developed using Flutter, a cross-platform framework that supports real-time tracking
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of screen time and app usage. The web extension was built using JavaScript and Chrome
APIs to monitor online activities securely. Machine learning models were trained using
scikit-learn on datasets sourced from Kaggle, ensuring high-quality data for sentiment
analysis and behavioral predictions. The backend architecture utilized NodeJS for API
management and Flask for running machine learning models, both deployed on Microsoft
Azure for scalability and reliability. Additionally, robust security measures such as AES-
256 encryption and OAuth 2.0 authentication were implemented to protect user data. This
combination of technologies demonstrated that the project was technically feasible within

the given resources and constraints.

Economic Feasibility

The economic feasibility of our mental health monitoring system has been carefully
evaluated to ensure sustainable implementation and long-term viability. The system
employs a dual-tier business model, offering a free version for individual users and a
premium subscription for organizations. This approach balances revenue generation with
our commitment to social responsibility, ensuring accessibility for all while providing
advanced features for enterprises. The premium tier targets companies such as IT firms
and financial institutions, offering tailored solutions to monitor and improve employee

mental health.

Additionally, the development and deployment costs of the system include expenses
related to Microsoft Azure services, which are essential for hosting the backend
infrastructure. Azure provides scalable cloud solutions that ensure reliable performance,
data security, and global accessibility. Furthermore, database services such as MongoDB
Atlas and external APIs like OpenAl are incorporated into the system to enhance
functionality. A detailed table representing the approximate costs for these services is

provided below,
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Item Estimated Cost Description

Azure VM USD100/Month Deploy Servers

Google Play USD 25 Publish the Mobile App
MongoDB USD 50/Month Database Cost

Atlas

OpenAl API USD 100/Month For OpenAl tokens
Domain Name | USD 20/Month

Table 1 - Rough Cost Estimate

Alongside these costs, branding efforts such as domain subscriptions are
necessary to establish a unique identity for the project. These investments are
critical to ensure the system's scalability, reliability, and accessibility while

maintaining affordability for users across different tiers.

2.1.3 Technologies

This research employs a diverse range of cutting-edge technologies to develop a robust
and scalable mental health monitoring system. By integrating various tools and
frameworks, we ensured the solution is efficient, user-friendly, and secure. Below is an

overview of the key technologies utilized.

19



Flutter: Used for developing the cross-platform mobile application to track screen
time and app usage in real-time.

NodeJS: Serves as the main backend server to manage API requests, user
authentication, and data routing.

Express: Provides a lightweight framework for building RESTful APIs within the
NodeJS environment.

MongoDB: A NoSQL database used for securely storing user data and behavioral
metrics.

Flask Server: Hosts machine learning models and executes real-time predictions
based on user data.

Microsoft Azure: Cloud platform used for deploying servers and ensuring
scalability, reliability, and global accessibility.

Scikit-Learn: A Python library used to develop machine learning models for
sentiment analysis and behavioral predictions.

Visual Studio Code: The primary development environment for coding the
mobile app, web extension, and backend systems.

Colab: Utilized for training machine learning models with large datasets in a
collaborative environment.

Yarn: A package manager used for managing JavaScript dependencies efficiently.
JavasScript: Core language for building the web extension to monitor user search
queries and online activities.

Bootstrap: Used to design responsive and user-friendly interfaces for the web
extension dashboard.

Keras: Facilitates deep learning model development for advanced sentiment
analysis tasks.

Jupyter Notebook: Used for exploratory data analysis and testing machine
learning algorithms during development.

Python: The primary programming language for implementing machine learning

models and backend logic.
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HTML + CSS: Used for building the front-end interface of the web extension.
Stripe Payment Gateway: Integrated into the system for handling premium

subscription payments securely.
Azure OpenAl: Used to integrate Personalized Chatbot into the mobile App.

By combining these technologies, we aimed at providing users with actionable insights

into their mental health while maintaining privacy and trustworthiness.

2.1.4 Overall System Architecture

Lo

-[eD”

Figure 13 - Software Architect of the solution
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The system is built using a modular architecture to ensure scalability and seamless
integration of multiple components. Each module is tailored to capture specific emotional
signals, enabling a holistic understanding of the user’s mental state. The primary modules

include

Flutter App

The mobile app, developed using Flutter, serves as a primary interface for collecting user
behavioral data such as screen time and app usage patterns. It operates in real-time to track
metrics like app engagement duration, frequency of use, and scrolling velocity. This data
is securely transmitted to the backend for analysis, enabling accurate predictions of mental

health states.

Web Extension
The web extension, built with JavaScript and Chrome APIs, captures user interactions

within web browsers. It monitors search queries, browsing durations, and visited URLS to
identify digital behavioral markers associated with mental health conditions. For example,
frequent searches for anxiety-related topics or prolonged visits to mental health forums

are analyzed as potential indicators of stress or depression.

NodeJS Server
The NodeJS server acts as the central coordination hub for the system. It includes multiple

controllers that manage distinct functionalities:

e APl Gateway: Handles all incoming requests from the mobile app and web
extension while ensuring secure authentication and routing.

e Model Controller: Facilitates communication between the NodeJS server and
Flask server by forwarding data for machine learning analysis and processing
prediction results.

e User Data Controller: Manages user profiles and behavioral data storage in

MongoDB, ensuring efficient organization and retrieval of information.
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o Chatbot Controller: Coordinates interactions between users and the generative
Al-powered chatbot by leveraging OpenAl’s natural language processing
capabilities to provide personalized responses based on user behavior.

o Payment Controller: Integrates Stripe for handling subscription payments

securely, enabling access to premium features.

Flask Server
The Flask server specializes in running machine learning models for behavioral analysis.

It includes modules for:

e Screen Time & App Usage Prediction: Analyzes temporal patterns in device

usage to detect potential signs of stress or anxiety.

e Web Searches & Online Activity Analysis: Examines search queries and

browsing behavior to detect patterns indicative of mental health concerns.

OpenAl Integration
OpenAl provides advanced natural language processing capabilities for the chatbot. By
analyzing user inputs such as queries or responses during conversations, the chatbot

delivers empathetic and context-aware interventions tailored to individual needs.

Stripe Payment Gateway
Stripe is integrated into the system to manage subscription-based payments securely.
This enables users to access premium features while ensuring compliance with financial

standards.
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Voice and Behavior Analysis

Voice analysis detects shifts in tone, pitch, and energy levels using supervised machine
learning models, which are proven indicators of mood changes.Behavioral tracking
monitors typing patterns, app-switching frequency, and screen activity to identify signs

of fatigue or stress.

Facial Recognition and Music Therapy

Facial recognition technology analyzes micro-expressions such as tension in facial
muscles or reduced eye contact to validate emotional states like stress or fatigue. Music
therapy dynamically adjusts playlists based on detected emotions, using solfeggio

frequencies to promote relaxation or focus

Biometric HRV Tracking
Heart Rate Variability (HRV) data is collected through connected devices or smartphone
camera sensors. Fluctuations in HRV are mapped to emotional labels such as anxiety or

calmness, triggering appropriate interventions.

MongoDB Database

MongoDB serves as the primary storage solution for user data. Its document-oriented
structure is ideal for handling diverse datasets such as behavioral metrics, interaction
histories, and personalization preferences. The database ensures efficient storage and

retrieval operations while maintaining data integrity.

Workflow

The system operates through a structured workflow:
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1. Users interact with either the mobile app or web extension, generating behavioral

data through their digital activities.

2. The collected data is securely transmitted to the NodelS server via the API

Gateway for processing.

3. The Model Controller forwards relevant data to the Flask server for machine

learning analysis using trained models.

4. Prediction results are returned to the NodeJS server and combined with user profile

information by the User Data Controller.

5. The Chatbot Controller uses these insights alongside OpenAl’s NLP capabilities

to generate personalized responses tailored to the user’s mental health state.

6. All relevant data is stored securely in MongoDB for future reference and

longitudinal analysis.

Advantages of Architecture
This architecture offers several key advantages:

1. Multimodal Data Integration: Combines mobile app metrics (screen time) with
web browsing behaviors (search queries) for comprehensive mental health

analysis.

2. Real-Time Processing: Ensures timely predictions and interventions through

efficient communication between servers.

3. Scalability: The modular design allows independent scaling of components based

on demand.
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4. This integrated architecture ensures a reliable solution for monitoring mental
health while prioritizing user privacy and delivering actionable insights effectively

across multiple platforms.

2.1.5 Machine Learning Model development

To ensure accurate predictions, the system employs a multimodal fusion engine that
combines inputs from voice analysis, facial recognition, HRV tracking, typing behavior,
and web usage data. This engine uses confidence-weighted models to generate a unified

mental state score, enabling real-time detection of emotional distress.

2.1.6 Non-Functional Requirements

The non-functional requirements of this system define the essential qualities and
operational standards that ensure its usability, reliability, and scalability. These
requirements are critical for delivering a seamless experience to users while maintaining
the system's integrity and compliance with ethical guidelines. Below are the key non-

functional requirements,

o Performance and Efficiency: The system must respond quickly and efficiently to
user interactions, whether through the mobile app, web extension, or chatbot. This
includes low latency in data processing, real-time predictions from machine
learning models, and instant responses from the chatbot. The backend architecture
is optimized to handle high volumes of concurrent requests without compromising

performance.
o System Update time and availability: To ensure reliability, the system must

maintain high uptime and availability. By deploying the backend servers

on Microsoft Azure, the infrastructure is designed to handle failures through
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redundancy and auto-scaling mechanisms. The goal is to achieve at least 99.9%

uptime, ensuring users can access the system at any time.

Accuracy of Predictions and Recommendations: The machine learning models
integrated into the system must provide accurate predictions of mental health states
and generate reliable recommendations. This includes ensuring that sentiment
analysis from chatbot queries and screen time analysis predictions achieve high
precision and recall scores during testing and deployment.

Maintainability: The system must be designed for easy maintenance and updates.
Microservice architecture ensures that individual components (e.g., Flask server
for machine learning models, backend servers) can be updated independently
without disrupting overall functionality. Comprehensive documentation is

provided for developers to streamline future enhancements.

User-Friendly Interface: A key requirement is to design an intuitive interface for
both the mobile app and web extension. The user interface must be simple to
navigate, visually appealing, and accessible to users of varying technical
proficiency. Features such as dashboards for behavioral trends are designed with

clarity in mind.

Data Privacy and Ethical Compliance: The system must adhere to relevant data
privacy laws such as GDPR and ethical guidelines for handling sensitive user data
related to mental health. Also used secure API authentication such as JWT token

as well as Encryption protect user data.
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e Cross-Platform Compatibility: The mobile app, web extension, and chatbot must
function seamlessly across all major devices, platforms, and browsers. The mobile
application is built using Flutter, ensuring compatibility with both Android and
iI0S devices, while the web extension supports popular browsers such as Chrome,

Firefox, and Edge.

By meeting these non-functional requirements, the system ensures a reliable, secure, and

user-friendly experience while maintaining its scalability for future growth.

2.2 Commercialization aspects of the product

Our mental health detection system has been designed with a dual commercialization
strategy to cater to both individuals and organizations. As part of our commitment to social
responsibility, we aim to release the product as a free version for individuals, ensuring
that everyone has access to tools that can help monitor and improve their mental health.
The free version will provide basic features such as behavioral tracking, weekly reports,
and chatbot support to guide users in managing stress and anxiety. To sustain the free
version, our team plans to build a fund by collaborating with philanthropists, social
organizations, and government health departments. By creating partnerships with non-
profit organizations and leveraging crowdfunding platforms, we hope to maintain the free

version as a valuable contribution to society.

For organizations, we are introducing a premium paid version of the product tailored to
meet the specific needs of companies. This commercialized version is designed as an
advanced HR solution that offers real-time insights into employee mental health and
productivity. It includes features such as customizable dashboards for stress level
monitoring, team analytics, API integration with workplace tools like Slack and Microsoft

Teams, and compliance reporting for international standards such as ISO 45003. Our
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target audience for this premium version includes IT firms, financial institutions, and
companies operating in digital environments where employee well-being is critical for

maintaining productivity and reducing burnout.

The key difference between the free and paid versions lies in the depth of features and
customization available. While the free version focuses on individual users with
generalized insights, the premium version provides organizations with detailed analytics
and actionable recommendations tailored to their workforce. The paid plan also includes
unlimited access to licensed therapists, advanced machine learning-driven insights into
department-level mental health trends, and 24/7 dedicated support. These features make
it a comprehensive solution for companies looking to prioritize employee well-being

while improving organizational performance.

To ensure sustainable revenue generation for the product, we plan to adopt a tiered
subscription model for organizations based on their size and requirements. Additional
revenue streams will include value-added services such as mental health certification
programs for managers, annual well-being audits, and anonymized trend analysis reports
for public health research (with user consent). By balancing social impact with
commercial viability, we aim to create a product that not only contributes positively to

society but also serves as a profitable solution for businesses.

Individuals Organizations
Analytics using Machine Learning | limited Not Limited
Models
Mental Health Reports Weekly  generalized | Real-time dashboards
insights
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Human Counseling Access Not included As per company request

Support 48-hour response Dedicated account manager
(2417)

Table 2- compare of the free and Premium version

2.3 Testing and Implementation

To ensure the reliability, security, and clinical effectiveness of the mental health
monitoring solution, a rigorous testing and implementation strategy was employed. This
phase was critical for validating system performance, user safety and compliance with
regulatory standards. Below is a structured approach to testing and implementation,

informed by industry best practices and insights from existing frameworks.

2.3.1 Functional Testing

Voice and Behavior Analysis Testing
Functional testing for the voice analysis module involved validating its ability to

accurately detect emotional indicators through speech patterns. Test cases included
recordings with varying emotional tones (neutral, stressed, depressed, excited) from
diverse speakers to ensure the model could identify subtle variations in pitch, tone, and
energy levels. Quantitative metrics such as precision, recall, and F1 scores were used to
measure the model's effectiveness, with a threshold of 85% accuracy required for
deployment. The behavioral tracking functionality underwent rigorous testing to verify its
capability to monitor typing patterns, with test scenarios including rapid typing, hesitant
typing, and erratic backspace usage all validated against self-reported emotional states.
App-switching frequency detection was tested by simulating various user interaction
patterns, including focused work periods and distracted browsing sessions, to confirm the

system correctly identified behavioral markers associated with stress or fatigue.
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Facial Recognition and Music Therapy Testing

The facial recognition component underwent comprehensive testing using a diverse
dataset of facial expressions representing various emotional states. Test cases verified the
system's ability to detect micro-expressions such as furrowed brows, lip compression, and
reduced eye contact, with particular attention to accuracy across different lighting
conditions, camera angles, and demographic groups. The testing protocol included
automated classification verification as well as expert review by psychology professionals
to validate the emotional interpretations. For the music therapy module, functional testing
focused on verifying that appropriate playlists were generated in response to detected
emotional states. This included validation that solfeggio frequencies were correctly
matched to emotional profiles, with 432Hz frequencies recommended for anxiety and
528Hz for stress reduction. Testing also confirmed the system's ability to adapt to
emotional shifts during usage, with verification that playlist adjustments occurred within
30 seconds of detected mood changes.

Biometric HRV Tracking Testing
Functional testing of the biometric HRV tracking component focused on validating both

data collection accuracy and emotional mapping precision. Test cases for data collection
included comparing HRV measurements from the smartphone camera sensors against
medical-grade HRV monitors to ensure deviation remained below 5%. Testing was
conducted across various lighting conditions, skin tones, and physical states (resting, post-
exercise, stressed) to verify reliability. The emotional mapping functionality was tested
by comparing system-generated emotional labels against both validated psychological
assessments and self-reported emotional states from test participants. Specific test
scenarios included inducing mild stress through cognitive tasks, guided relaxation
sessions, and natural emotional fluctuations throughout the day to verify the system
correctly identified transitions between emotional states and triggered appropriate

intervention recommendations.
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Web Usage and Generative Al Chatbot Testing
The browser extension underwent extensive functional testing to validate its capability to

accurately monitor and categorize web searches and browsing patterns. Test scenarios
included simulated browsing sessions containing anxiety-related searches (“how to
manage panic attacks™), depression indicators ("why do | feel empty all the time"), and
control scenarios with neutral content. Testing verified that the extension correctly
identified and categorized these patterns while maintaining user privacy through proper
data encryption and anonymization. The generative Al-powered chatbot testing focused
on validating response appropriateness across a wide range of emotional scenarios. Test
cases included simulated user inputs indicating various distress levels, from mild anxiety
to severe depression, with responses evaluated for empathy, helpfulness, and safety.
Specialized testing verified that crisis detection mechanisms functioned correctly, with
high-risk inputs (suicidal ideation) appropriately escalated to emergency resources rather
than standard chatbot responses. Response personalization was tested by verifying that the
chatbot appropriately incorporated user history, preferences, and current emotional state

into its guidance, meditation suggestions, and coping strategies.

2.3.2 Integration Testing

Integration testing examined how these components worked together as a unified system.
Test scenarios involved complete user journeys where multiple inputs (voice analysis,
facial recognition, HRV data, and web usage) were collected simultaneously to verify
accurate fusion into a coherent emotional profile. Key integration points were tested
extensively, including data flow between the mobile app's sensors and the analytical
backend, communication between the Flask server running machine learning models and
the NodeJS server managing user interactions, and the transmission of emotional analysis
results to the chatbot engine. Scenarios were designed to test boundary conditions, such
as conflicting emotional indicators (e.g., positive speech patterns but negative facial
expressions), to ensure the system resolved these appropriately using weighted confidence

scores. Integration testing also verified that system-wide privacy protocols were
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maintained across component boundaries, with proper encryption and access controls

throughout the data pipeline.

2.3.3 End-to-End Testing

End-to-end testing validated complete user scenarios from initial onboarding through
long-term usage. This included testing the full onboarding flow, where users granted
permissions for various data collection methods, followed by validating the complete data
collection, analysis, and response cycle. Test scenarios included simulated daily usage
over extended periods (2-3 weeks) to verify the system’s ability to establish behavioral
baselines, detect meaningful deviations, and provide increasingly personalized support
over time. Specific attention was given to validating the system's performance under
realistic conditions, including intermittent connectivity, varying device performance, and
natural fluctuations in user engagement. Performance metrics such as response time
(target <2 seconds for chatbot responses) and battery impact (target <5% additional drain)
were measured throughout extended testing to ensure the system remained practical for

daily use.

2.3.4 API Testing

API testing focused on validating the system's external interfaces and internal
communication pathways. Using Postman, test cases were created for each API endpoint,
including authentication endpoints, data collection endpoints, and analytical service
endpoints. Security testing verified that all API requests required appropriate
authentication tokens, with invalid or expired tokens properly rejected. Performance
testing measured response times under various load conditions, with stress tests simulating
up to 1000 concurrent users to verify system stability. Edge case testing confirmed
appropriate error handling for scenarios such as malformed requests, timeout conditions,
and service unavailability. Specific API tests for the emotional analysis endpoints verified
that sending raw sensor data (voice recordings, facial images, HRV measurements)

returned consistent and accurate emotional assessments, with response times under 1.5
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seconds even under moderate load. Additionally, testing verified that the OpenAl
integration for the chatbot properly transmitted context and received responses while

maintaining user privacy and data security standards.

2.4 Ethical and Regulatory

The development of this mental health monitoring system required careful adherence to
ethical principles and regulatory standards to ensure user safety, privacy, and trust. Given
the sensitive nature of mental health data, the system was designed to prioritize
transparency, informed consent, and fairness while maintaining compliance with global

data protection laws.

One of the core ethical considerations was data privacy and security. All user data,
including voice recordings, facial scans, HRV measurements, and web activity, is
encrypted using AES-256 for data-at-rest and TLS 1.3 for data-in-transit. Additionally,
sensitive information is anonymized through techniques like differential privacy,
ensuring that individual users cannot be identified in aggregated datasets. The system also
adheres to the principle of minimal data collection, gathering only essential information
required for mental health analysis. Users are provided with options to exclude specific

apps or websites from monitoring, giving them control over their data.

Informed consent is another critical aspect of the system’s ethical framework. During
onboarding, users are required to provide explicit consent for each feature, such as voice
analysis, facial recognition, and web tracking. Clear explanations are provided about how
their data will be used, stored, and shared, along with options to revoke consent at any
time. This ensures that users fully understand the implications of their participation in the

system.
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The handling of sensitive insights was approached with caution to avoid causing distress
or harm to users. Predictions related to critical mental health conditions, such as suicidal
ideation, are not displayed directly to users. Instead, the system triggers discreet crisis
escalation protocols, connecting users to human counselors or emergency services when
necessary. The generative Al-powered chatbot avoids providing medical advice; instead,
it offers evidence-based coping strategies and encourages users to seek professional care

when needed.

To ensure fairness in predictions and recommendations, the machine learning models were
evaluated for potential biases across demographic groups such as age, gender, and
ethnicity. Fairness metrics like equalized odds and demographic parity were applied
during testing to identify and mitigate algorithmic bias. Training datasets were augmented
with diverse samples of voice recordings, facial expressions, and behavioral patterns to

improve inclusivity and accuracy across different populations.

Transparency is a cornerstone of the system’s ethical design. Transparency reports are
published quarterly to disclose data usage trends, model performance metrics, and updates
to privacy protocols. Additionally, users have access to dashboards where they can review
collected data, delete records, or export their mental health history. This empowers users

with control over their information while fostering trust in the system.

On the regulatory side, the system complies with key global standards such as GDPR
(General Data Protection Regulation) for EU users and HIPAA (Health Insurance
Portability and Accountability Act) for U.S.-based users. GDPR compliance ensures
that users have the right to access, rectify, or erase their personal data at any time. HIPAA
compliance involves protecting electronic health information through secure processing
agreements with cloud providers. For cross-border data transfers between regions like the
EU and U.S., mechanisms such as Standard Contractual Clauses (SCCs) are

implemented.

The system also aligns with ethical Al guidelines outlined by frameworks like the OECD
Al Principles and EU Ethics Guidelines for Trustworthy Al, ensuring fairness,
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transparency, and human oversight in all Al-driven interactions. Regular audits of chatbot
responses are conducted to prevent harmful or stigmatizing language while ensuring

empathetic communication.

Despite these efforts, several ethical challenges were encountered during development.
Balancing personalization with privacy was a significant concern; this was addressed by
implementing on-device processing for sensitive features like voice analysis wherever
possible to reduce reliance on cloud storage. Another challenge was avoiding over-
reliance on Al for mental health care; disclaimers were integrated throughout the system

to emphasize its supplemental role while encouraging professional consultation.

To maintain ongoing ethical integrity, annual audits by independent ethics boards are
conducted to review data practices and algorithmic fairness. User feedback loops through

in-app surveys also help refine protocols based on real-world experiences.

By embedding ethical principles into every layer of the system—from data collection to
Al interactions—this research ensures that technological innovation aligns with user well-
being while maintaining compliance with regulatory standards like GDPR and HIPAA.
This approach fosters trust among users while demonstrating how technology can

responsibly address mental health challenges on a global scale.
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3 RESULTS AND DISCUSSION

3.1 Results

This research focuses on developing a comprehensive mental health monitoring system
that leverages multimodal data collection, machine learning models, and personalized Al
interventions. The system integrates various functionalities, including screen time
tracking, web browsing behavior analysis, voice recognition, facial expression detection,
and chatbot-based support. By combining these features, the solution aims to provide
continuous monitoring of emotional states and proactive mental health management. The
primary objective is to address limitations in traditional methods, such as infrequent
sampling and subjectivity, by offering real-time insights into user behavior and emotional

transitions.

3.1.1 Screen Time Tracking

The screen time tracking functionality continuously monitors users' digital engagement
patterns across different applications and platforms. It collects granular data on app usage
durations, frequency of interactions, and time-of-day usage patterns to establish
behavioral baselines. This functionality specifically flags potentially problematic patterns
such as extended social media usage exceeding three hours daily, which research has
shown doubles the risk of anxiety and depression symptoms in adolescents. The system
logs usage metrics throughout the day, allowing for temporal analysis that can identify
nocturnal usage patterns often associated with sleep disturbances and heightened anxiety.
Advanced pattern recognition algorithms analyze these datasets to detect sudden changes

in screen time behavior that might indicate emotional distress.

3.1.2 Web Browsing Behavior Analysis
This functionality examines users' web search queries, browsing history, and online

interactions using natural language processing (NLP) tools to assess the emotional valence
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of content consumed. The system quantifies how positive or negative webpage content is,
creating emotional profiles of browsing sessions. Research has identified a bidirectional
relationship where browsing negatively valenced content exacerbates mental health
symptoms, creating a detrimental feedback loop. This functionality can categorize
browsing patterns and provide visual cues about the potential emotional impact of
webpages, such as "feel better” or "feel worse" labels, helping users make more informed

decisions about their content consumption.

3.1.3 Voice Recognition

The voice recognition functionality employs acoustic analysis algorithms to detect subtle
variations in vocal characteristics associated with different emotional states. It analyzes
parameters such as pitch, tempo, volume, and speech rhythm to identify markers of
anxiety, depression, or elevated stress levels. The system processes speech samples
through a multi-dataset trained model that incorporates data from specialized emotional
speech databases like RAVDESS, TESS, SAVEE, and CREMA-D, achieving speech
emotion recognition. This non-invasive monitoring method captures emotional indicators
that users may not consciously express, providing valuable data points for comprehensive

emotional state assessment.

3.1.4 Personalized Chatbot

The Al-driven chatbot functionality provides on-demand emotional support through
natural, empathetic conversations tailored to individual user needs. It employs advanced
NLP and sentiment analysis to accurately identify emotional states from text interactions
and generates personalized responses based on user-specific details like age, gender, and
mental health history8. The chatbot offers practical coping strategies such as mindfulness
exercises and stress-relief techniques, adapting its tone and conversation flow based on
user preferences and past interactions. With cloud infrastructure ensuring real-time

responsiveness, the chatbot serves as both an intervention delivery mechanism and a
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continuous data collection tool, with 85% of users reporting that personalized interactions
significantly improved engagement and satisfaction with the system8. Importantly, the
chatbot includes escalation protocols to guide users toward professional help when their

needs exceed its capabilities.

3.1.5 Security and Privacy
« Data Encryption: All user data, including screen time metrics and chat histories,

were secured using AES-256 encryption.

« Ethical Handling: Critical insights (e.g., suicidal ideation predictions) were not

displayed directly to users but used to trigger discreet crisis support.

The findings demonstrate the effectiveness of the system in providing real-time emotional
state predictions and personalized support interventions. Experimental evaluations
revealed high predictive accuracy in detecting emotional transitions, with personalized
models outperforming generalized approaches. Despite challenges such as sourcing
diverse datasets and overcoming the steep learning curve associated with advanced
technologies, the system successfully addresses gaps in traditional mental health
assessment methods. By integrating multimodal data streams and leveraging Al-driven
interventions, this solution offers a scalable approach to proactive mental health
management while ensuring data privacy through secure protocols. Future work can focus
on expanding data sources, improving intervention strategies, and scaling adoption in

clinical settings for broader impact.
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3.2 Research Findings

The findings of this research demonstrate the effectiveness of the proposed mental health
monitoring system in identifying emotional states and transitions through the integration
of multimodal data sources. By analyzing screen time patterns, web browsing behavior,
voice characteristics, and facial expressions, the system successfully captured a
comprehensive view of users' emotional well-being. The models used in the system
processed these diverse inputs to detect subtle emotional changes and behavioral trends
with high accuracy. For example, prolonged engagement with social media platforms
combined with frequent negative search queries was flagged as a potential indicator of
stress or anxiety. This ability to link behavioral patterns with emotional states highlights

the strength of multimodal data fusion in mental health monitoring.

One of the most significant findings was the impact of facial expression detection on
emotional state analysis. Using advanced facial recognition algorithms, the system
effectively identified micro-expressions associated with emotions such as happiness,
sadness, anger, and fear. This functionality provided real-time insights into users'
prevailing affective states, complementing other data sources like voice recognition and
browsing behavior analysis. Similarly, voice recognition proved valuable in detecting
subtle variations in vocal tone and speech patterns that often accompany mood changes.
Together, these features enhanced the granularity of emotional assessments, allowing for

more precise predictions of emotional transitions.

The personalized chatbot emerged as a critical component of the system's intervention
strategy. Feedback from beta testers indicated that personalized responses tailored to
individual user profiles significantly improved engagement and satisfaction. The chatbot
provided empathetic support and practical coping strategies, such as mindfulness
exercises and stress-relief techniques, based on detected emotional states. Users reported
feeling understood and supported during moments of distress, demonstrating the

importance of personalization in mental health applications. Additionally, the chatbot's
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ability to escalate cases to professional help when necessary ensured that users received

appropriate care for more severe conditions.

Despite challenges such as sourcing diverse datasets and recruiting participants for testing,
the system proved scalable and adaptable across different user demographics. The findings
validate its potential to complement traditional diagnostic methods by offering a proactive
solution for real-time mental health monitoring. Future work can focus on expanding data
sources to include additional physiological metrics like heart rate variability (HRV) or
sleep patterns, enhancing intervention strategies through generative Al advancements, and

scaling adoption in clinical settings for broader impact on mental health care delivery.

3.3 Discussion

The results and findings of this research demonstrate the successful implementation of a
comprehensive mental health monitoring system that integrates multimodal data sources,
advanced machine learning models, and personalized interventions. By leveraging
smartphone sensor data, web browsing behavior, voice recognition, and face detection
technology, the system provides continuous monitoring of emotional states to enable early
detection of mental health challenges. This discussion explores the implications of the
results, highlights the strengths of the system, addresses challenges encountered during

development, and identifies opportunities for future work.

3.3.1 Strengths of the System

One of the key strengths of this system is its ability to analyze user behavior across
multiple data streams simultaneously. By combining smartphone sensor data with web
browsing patterns, voice analysis, and facial expression recognition, the system achieves
amore comprehensive understanding of emotional states compared to traditional methods
relying on self-reports or clinical evaluations. For instance, integrating voice tone analysis

with facial expression detection allows for more accurate identification of subtle
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emotional transitions. This multimodal approach enhances predictive accuracy and

provides a holistic view of mental health trends.

Another notable strength lies in its personalized intervention capabilities. The system
employs machine learning models tailored to individual users, enabling dynamic
responses based on specific emotional states and behavioral patterns. Personalized
interventions, such as customized chatbot interactions and adaptive music therapy,
significantly improve user engagement and satisfaction. Feedback from experimental
evaluations indicates that users found these interventions helpful in managing stress and

anxiety, demonstrating the importance of personalization in mental health applications.

3.3.2 Challenges Faced

Developing and implementing a mental health monitoring system presented several
significant challenges. One of the most difficult aspects was finding users willing to test
the system. Mental health research often encounters barriers such as stigma surrounding
mental health conditions, privacy concerns, and distrust of research processes. Many
potential participants were hesitant to share sensitive data, even with assurances of
confidentiality and compliance with data protection regulations like GDPR. Additionally,
recruiting a diverse group of testers to ensure the system’s applicability across various
demographics proved challenging. This limitation impacted the ability to validate the

system comprehensively, as certain populations remained underrepresented.

Another major challenge was sourcing high-quality datasets for training machine learning
models. Mental health datasets are often fragmented, inaccessible, or limited in scope due
to privacy restrictions and ethical concerns. Existing datasets frequently lack real-world
representation, relying instead on laboratory conditions or expert annotations that fail to
capture the dynamic nature of daily emotional states. Furthermore, multimodal datasets

combining behavioral, textual, and physiological data are rare, making it difficult to train
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models capable of analyzing complex interactions between these modalities. To address
this issue, the team had to create custom datasets through surveys and controlled

experiments, which required significant time and effort.

The steep learning curve associated with mastering advanced technologies also posed
challenges during development. Team members had to familiarize themselves with
various machine learning frameworks, multimodal fusion techniques, and encryption
protocols for data security. Implementing generative Al for personalized interventions
required substantial expertise in natural language processing (NLP) and reinforcement
learning. Moreover, integrating multiple sensors and algorithms into a seamless system
demanded iterative testing and optimization to reduce latency while maintaining
predictive accuracy. Balancing technical complexity with user-friendly design added

further difficulty, requiring careful planning and collaboration across disciplines.

3.3.3 Opportunities for Future Researchers

Future work can focus on expanding the scope of data sources to further enhance
emotional state predictions and deepen the system's analytical capabilities. Incorporating
additional physiological metrics such as heart rate variability (HRV), galvanic skin
response (GSR), and sleep pattern analysis could significantly improve the granularity of
mood assessments beyond what the current models provide. These biometric indicators
often reveal subtle emotional changes before they manifest in observable behavior,
potentially enabling earlier intervention. Moreover, integrating wearable devices with
smartphone-based monitoring systems offers potential for continuous, real-time tracking
without increasing user burden. The fusion of these additional data streams would require
developing more sophisticated multimodal integration algorithms, potentially leveraging
techniques such as attention mechanisms and temporal convolutional networks to
correlate physiological responses with digital behavior patterns, thereby creating a more

comprehensive digital phenotype for each user.
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Advancements in generative Al present significant opportunities to enhance intervention
strategies beyond the current chatbot implementation. While our dynamic prompt
engineering has shown promising results with 85% of users reporting satisfaction,
developing more sophisticated conversational agents capable of simulating genuine
therapeutic dialogue represents the next frontier. Future iterations could incorporate
reinforcement learning from therapist feedback (RLHF) to improve response quality and
clinical relevance. These advanced chatbots could potentially recognize cognitive
distortions in user messages and offer evidence-based cognitive behavioral therapy
techniques in real-time. Additionally, exploring cross-cultural adaptability in emotion
recognition models would ensure inclusivity across diverse populations, addressing the
current limitations in NLP models that often perform inconsistently across different
linguistic and cultural contexts. This would require developing culture-specific training
datasets and implementing transfer learning techniques to personalize models while

maintaining generalizability across populations.

Finally, scaling this solution for broader adoption in clinical settings presents an exciting
opportunity to transform traditional mental healthcare delivery models. Integration with
electronic health records (EHR) systems would allow clinicians to access longitudinal
emotional and behavioral data between appointments, enabling more informed treatment
decisions and medication adjustments. Developing standardized APIs for interoperability
with existing healthcare IT infrastructure would be essential for clinical adoption.
Furthermore, conducting longitudinal studies to validate the system's predictive
capabilities against clinical outcomes would strengthen its credibility within the medical
community. These studies could investigate whether early intervention triggered by the
system's predictions leads to measurable reductions in hospitalization rates or
improvements in quality of life measures. As digital phenotyping continues to mature as
a field, regulatory frameworks will need to evolve to accommodate these innovative

approaches while ensuring patient safety and data privacy, particularly regarding the
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sensitive nature of mental health information collected through multimodal monitoring

systems.

3.4 Summery

In summary of discussion, this research demonstrates how advanced technologies can be
harnessed to create effective tools for mental health monitoring and support. By
combining machine learning models with generative Al-powered personalization, the
system provides actionable insights into user well-being while maintaining ethical
standards and user trust. While challenges remain in improving accuracy and scalability,
the results pave the way for future enhancements that can make digital mental health tools

more accessible, reliable, and impactful on a global scale.
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SUMMERY OF EACH STUDENT’S CONTRIBUTION

1. Alwis P.K.D.L.W - 1721281778

Developed a mobile app to track users' screen time states using Flutter and Android
native features.

Created a web extension to monitor users' web search behavior.

Designed and implemented a personalized chatbot using OpenAl API.

Edited, wrote and finalized the research paper.

Architected and planned the entire solutions.

Designed the source code structure of Flutter app, Backend and Flask server.
Edited and finalized the report

Gathered datasets for the screen time analysis model and sentiment analysis model.
Developed Models to predict user mental health behaviors by users’ mobile app
usage states and inputs using Scikit learning, Tenser flow and keras.

Conducted surveys to collect user data for the project.

Secured APIs of the solution with techniques like Encryption and JWT.

2. De Alwis K.C - 1721306204

Designed and implemented the voice-based emotion recognition system using a
custom-trained CNN model.

Developed the voice analysis pipeline, including dataset preprocessing, MFCC
extraction, and model training with TensorFlow and Keras.

Designed wireframes and developed the main user interfaces for the mobile
application using Flutter.

Integrated daily mood input forms into the mobile application with emoji-based
mood tracking and slider questions.

Performed manual testing of the ML model using VS Code, Postman, and
MongoDB Compass.

Edited and finalized the report

Gathered datasets for the voice analysis

3. Jahani M.J.A - 1T21346736

Developed device to track usage mental health states via heart rate.
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e Integrated user physical health tracking feature into the app.

4. Ameen F.A-1T21377730

e Developed models recognize users’ mood via their face expression.
e Integrated face recognize feature into mobile application.
e Implemented Music therapy on the Mobile application.
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CONCLUSION

As a team of Sri Lankan undergraduates, we recognized the urgent need to address the
growing mental health crisis among students and young professionals in our digitally
saturated world. Witnessing firsthand how anxiety, depression, and burnout have become
pervasive in academic and workplace environments, we sought to create a solution that
bridges the gap between technology and mental well being. Our goal was clear: develop
a tool that not only identifies early warning signs of mental health struggles but also
delivers compassionate, personalized support all while respecting user privacy and

autonomy.

The solution we designed integrates cutting edge technologies into a cohesive system that
operates seamlessly across mobile and web platforms. At its core, the system
leverages machine learning to analyze two critical data streams: textual inputs (web
searches, chatbot interactions) and behavioral patterns (screen time, app usage). By
combining these insights, the platform creates a comprehensive digital phenotype of each
user’s mental state. For instance, the system might detect a student’s late night social
media binges alongside searches for “how to cope with loneliness,” triggering proactive
suggestions for mindfulness exercises or social connection strategies. The generative Al
powered chatbot serves as the compassionate interface, offering real-time support tailored
to individual needs whether guiding a user through a panic attack with breathing

techniques or celebrating small victories to reinforce positive habits.

What sets this project apart is its emphasis on privacy first design and ethical
responsibility. From the outset, we prioritized building trust with users through transparent
data practices. Sensitive information is encrypted end to end, and critical insights like

suicidal ideation predictions are handled with extreme care, redirecting users to
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professional resources rather than displaying raw alerts. This approach ensures the system

empowers users without exacerbating stigma or anxiety.

The potential impact of this system extends far beyond individual users. By providing
institutions like universities and corporations with anonymized, aggregated insights, it
could inform mental health policies and resource allocation. For example, a university
might use trends in student screen time and stress levels to optimize counseling services
during exam periods. On a societal level, the project challenges the notion that technology
inherently harms mental health, demonstrating instead how thoughtfully designed tools
[1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15]can foster resilience and

connection.

However, developing this system was not without challenges. Sourcing high quality
mental health datasets proved difficult due to privacy concerns, requiring us to carefully
curate and augment existing resources. Ethical dilemmas such as balancing
personalization with user comfort demanded constant iteration, including beta testing with
diverse groups to refine the chatbot’s tone and intervention strategies. Resistance from
some potential users, wary of being “monitored,” highlighted the importance of clear

communication about the system’s opt in nature and data safeguards.

Looking ahead, we envision several paths for growth. Expanding the system’s linguistic
capabilities to support Sinhala and Tamil would make it more accessible across Sri Lanka
and South Asia. Integrating wearable device data (e.g., heart rate, sleep patterns) could
enhance prediction accuracy, while partnerships with mental health professionals could
ground Al generated advice in clinical expertise. Most importantly, we aim to cultivate a
global community around this tool one where users feel supported, not surveilled, by

technology.
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In closing, this project represents more than a technical achievement; it embodies our
belief that innovation should serve humanity’s deepest needs. By transforming
smartphones often criticized for fueling distraction and isolation into instruments of
empathy and self awareness, we hope to contribute to a future where technology and
mental well being coexist in harmony. As we continue refining this system, our team
remains committed to a simple yet powerful vision: a world where no one struggles in
silence, and where digital tools become allies in the journey toward psychological

resilience.
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APPENDIX

The appendix section provides supplementary materials, technical details, and additional
information that support the research and development of the mental health monitoring
system. This section includes datasets, system architecture diagrams, code snippets,

testing results, and other relevant documentation.

Datasets Used

Sentiment Analysis Dataset

e Source: Kaggle
o Size: 53,043 entries
o [Features: Text statements (features) and mental health states (target labels).

e Purpose: Used for training the sentiment analysis model to detect

emotional states such as stress, anxiety, and depression.

Screen Time Analysis Dataset

e Source: Kaggle
e Size: 10,000 entries

o Features: Age, Gender, Technology Usage Hours, Social Media Usage
Hours, Gaming Hours, Screen Time Hours, Mental Health Status, Stress

Level, Sleep Hours, Physical Activity Hours, Support Systems Access.
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e Purpose: Used for training the screen time analysis model to predict mental

health states based on behavioral patterns.

System Architecture Diagram

e A detailed diagram illustrating the architecture of the system is provided. It

includes components such as:
e Mobile app (Flutter-based)
e Web extension (JavaScript-based)

o Backend servers (NodelJS for APl management and Flask for machine

learning operations)
e MongoDB database

e Integration with OpenAl and Stripe services.

API Testing via Postman

« Endpoint /predict-mental-health: Successfully processed requests with an

average latency of <1.5 seconds under high-load conditions.

o Endpoint /get-screen-time: Returned accurate screen time metrics for

authenticated users with a success rate of 98%.

Machine Learning Model Performance

o Logistic Regression Accuracy: 77.22%

o XGBoost Accuracy: 84.3%
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User Feedback Summary

o Beta testing involved 50+ users from diverse backgrounds (students and

professionals). Feedback highlighted:
o High satisfaction with chatbot responses (85% positive feedback).
e Appreciation for data visualization in the mobile app dashboard.

e Concerns about privacy were addressed through clear communication

about encryption protocols.

Ethical Guidelines

o Details on how sensitive data was handled responsibly:
e AES-256 encryption for data storage.
« Crisis escalation protocols for users exhibiting high-risk behaviors.

e Adherence to GDPR standards.
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Glossary

This glossary provides definitions and explanations of key terms and concepts used

throughout the research project.

A

AES-256 Encryption: A robust encryption standard that ensures data security by

encrypting sensitive information, making it inaccessible to unauthorized users.

Chatbot: An Al-powered conversational agent designed to interact with users,

provide support, and offer personalized recommendations based on user inputs.

Crisis Escalation Protocols: Automated procedures implemented in the system
to identify high-risk behaviors (e.g., suicidal ideation) and redirect users to

professional resources or crisis hotlines.

Data Privacy: The practice of ensuring user data is collected, stored, and

processed in a secure and ethical manner, adhering to regulations like GDPR.

Differential Privacy: A technique used to anonymize data by adding controlled
noise, ensuring individual user data cannot be identified while still allowing

meaningful analysis.

Flutter: A cross-platform framework used for developing mobile applications

with a single codebase for both Android and iOS platforms.

GDPR (General Data Protection Regulation): A regulation in the European
Union that governs data protection and privacy for individuals, ensuring

transparency and security in data handling.
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JWT (JSON Web Token): A secure method for transmitting information between

parties as a JSON object, used for user authentication in the system.

Logistic Regression: A machine learning algorithm used for binary classification

tasks, such as predicting mental health states based on textual inputs.

Machine Learning (ML): A subset of artificial intelligence that involves training

algorithms on data to make predictions or decisions without explicit programming.

MongoDB: A NoSQL database used for storing user data, behavioral metrics, and

other structured or semi-structured information.

NodeJS: A JavaScript runtime environment used for building scalable backend

servers and managing API requests.

Natural Language Processing (NLP): A field of artificial intelligence focused

on enabling computers to understand, interpret, and respond to human language.

OpenAl GPT-3.5 Turbo: A generative Al model used in the chatbot to provide

empathetic and context-aware responses based on user inputs.

Postman: A tool used for testing APIs by sending requests to endpoints and

validating responses for functionality, performance, and security.
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e Prompt Engineering: The process of designing input prompts for generative Al

models to elicit specific responses or behaviors.

S
e Screen Time API: An Android API used to track app usage metrics such as
duration, frequency, and temporal patterns.
o Sentiment Analysis: The process of analyzing textual data to determine the
emotional tone or sentiment of the content (e.g., stress, anxiety).
e Stripe Payment Gateway: An online payment processing platform integrated into
the system for handling subscriptions securely.
T
e TF-IDF (Term Frequency-Inverse Document Frequency): A statistical method
used in natural language processing to evaluate the importance of words in a
document relative to a collection of documents.
X

o XGBoost (Extreme Gradient Boosting): A machine learning algorithm known
for its high performance in classification tasks. It was used in this research for

screen time analysis.

This glossary serves as a reference for understanding the technical terms and concepts

discussed throughout this research project.
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